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there has been increased focus on the relationship between 
attentional control and both affective disorders (e.g., (Der-
ryberry & Reed, 2002) and emotion regulation (Bardeen, 
2019; Schäfer et al., 2015). Several studies have found a 
link between attentional control and negative psychologi-
cal outcomes such as depression (Hsu et al., 2019), anxiety 
(Eysenck & Derakshan, 2011), post-traumatic stress disor-
der (Bardeen et al., 2015), obsessive-compulsive disorder 
(Armstrong et al., 2011), or personality disorders (Claes et 
al., 2009). Those authors posit that low attentional control 
abilities could contribute to the maintenance of pathogenic 
psychological processes, for example through difficulties in 
inhibiting negative and intrusive repetitive thoughts and dis-
engaging from them to concentrate on another task. These 
hypotheses are consistent with studies on attentional biases 
showing that anxiety is linked with faster detection of emo-
tional information to the detriment of ongoing activities 
(Cisler & Koster, 2010). Furthermore, Schäfer et al. (2015) 
investigated the relationships between attentional control 
and both attentional biases and resilience capacities. These 
authors showed that, in subjects with high trait-resilience 
(as measured by the Connor-Davidson resilience scale), the 
strategies employed when confronted to threatening stimuli 
differed according to the level of attentional control abilities.

Introduction

Attentional control (AC) is defined as the ability to volun-
tarily allocate one’s attention to certain information, inhibit-
ing distractors and being able to flexibly disengage one’s 
attention from them when necessary (Cox & Olatunji, 2017). 
The notion of attentional control is based on the postulate 
that our attentional abilities are limited and that a selection 
must take place regarding the information that will ben-
efit from increased attentional processing (Corbetta et al., 
1993). The attentional control theory has been developed to 
explain the effects of anxiety on a range of tasks requiring 
attention and working memory in terms of specific execu-
tive control processes (Eysenck et al., 2007). In recent years 
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Most studies having assessed AC abilities used the Atten-
tional Control Scale (ACS, Derryberry & Reed 2002). It is 
a 20 items self-reported questionnaire conceived to measure 
two functions of the attentional system: focusing (the ability 
to maintain attention while inhibiting attentional distractors) 
and shifting (the ability to move attention from one task to 
another). The authors originally described a 9 item-scale of 
attentional focusing, and a 11 item-scale of shifting (Der-
ryberry & Reed, 2002). The validation of this English ver-
sion performed by Judah et al. (2014) retained only 12 items 
from the full ACS. They described a good internal consis-
tency for both the total score (α = 0.84). and the focusing 
subscale (α = 0.82), as well as an adequate one for the shift-
ing subscale (α = 0.71). Due to its convenient use to quickly 
assess attentional control abilities, the 20 items ACS have 
been translated in several languages (Table S1).

A careful analysis of the existing 8 versions of the ACS 
allows to depict discrepancies within their psychometric 
properties (Abasi et al., 2017; Blekic et al., 2019; Clauss & 
Bardeen, 2018; Fajkowska & Derryberry, 2010; Judah et al., 
2014; Michalko, 2018; (Ólafsson et al., 2011b; Quigley et 
al., 2017). First, while the consistency of the focusing sub-
scale is acceptable, the shifting subscale tend to be unstable 
across the existing versions. Judah et al. (2014) argued that 
the shifting factor might gather both attentional shifting and 
divided attention components, which could be a possible 
explanation of the inconsistency of this subscale across 
languages. Additional psychometric limitations were high-
lighted by Clauss and Bardeen (2018) who observed that 
all of the reverse coded items loaded exclusively onto one 
of the two factors in the Icelandic version, which suggests 
the possibility that factor differentiation may only be a func-
tion of a method effect. Therefore, those authors proposed a 
modified version of the ACS in which all the reverse items 
were recoded in a straightforward manner. Though a bifac-
tor examination, these authors suggested that the domain-
specific factors of the ACS might be poorly defined, have 
poor construct replicability, and might not be sufficiently 
distinct from the general factor to warrant use as subscales. 
Among the domain-specific factors, the psychometric limi-
tations of the shifting factor particularly raise concern.

Taken together, the extant literature raises concerns 
regarding the factor structure of the ACS and independent 
use of previously identified subscales leading to the follow-
ing two studies. In addition, given the established associa-
tion between attentional control and affective disorders, it is 
important to conduct a rigorous assessment of the conver-
gent validity between the ACS and self-reported measures 
of depression, anxiety, and resilience. First, we aimed to 
perform an exploratory and confirmatory factor analyses on 
a French version of the ACS (study 1) (Blekic et al., 2019). 
Second, we compared those psychometric properties with 

those derived on the latest version of the ACS, that is with-
out reverse items. The links between this newer version and 
self-reported trait resilience, depression and anxiety were 
then explored using network analysis (study 2).

Study 1: Psychometric Properties of the 
Original Attentional Control Scale

The purpose of study 1 was to explore the factor structure 
of a French version of the ACS. First, exploratory factor 
analysis (EFA) was used to identify the factor structure 
of the ACS. Previous research on the French version of 
ACS has selected items based on a loading > 0.30, which 
is a light selection criterion. Following factor analysis rec-
ommendations and prior works (Clauss & Bardeen, 2018; 
Matsunaga, 2010), we toughened the item inclusion and 
therefore expected a different factor structure to be retained 
in the EFA. Second, confirmatory factor analysis (CFA) was 
used to compare the fit of the model identified via EFA to 
other theoretically relevant models. With regards to theory 
highlighting the global influence of executive processes on 
the attentional control constructs targeted by the ACS, we 
expected that the bifactor model of the ACS would provide 
significantly better fit to the data than competing models.

Method

Participants

Students from the University of Mons (Belgium) and partic-
ipants from the general population (N = 445) completed an 
online French version of the Attentional Control Scale. The 
total sample was randomly split into two samples of equal 
size (N = 223 and N = 222). First half of the sample was used 
to conduct an EFA and the second half to conduct an CFA. 
For both studies, we report how we determined our sample 
size, all data exclusions, all manipulations, and all measures 
used. For factor analyses, the sample size was derived from 
previous studies using the same analytic plan for ACS vali-
dation (Abasi et al., 2017; Fajkowska & Derryberry, 2010), 
along then in accordance with existing guidelines (Mund-
from et al., 2005).

Sample 1. The average age of participants was 31.72 
years (SD = 10.13, range = 22 − 68) and the majority of the 
sample was female (76.13%). The majority of the sample 
had a bachelor’s degree (33.78%), followed by high school 
(31.53%), master (25.22%), PhD (5.85%), middle school 
(1.35%) and elementary school (2.22%) education.

Sample 2. The average age of participants was 32.84 
years (SD = 11.73, range = 22 − 73) and the majority of the 
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sample was female (80.72%). The majority had a bachelor’s 
degree (39.46%), followed by master’s (29.60%), high 
school (21.08%), PhD (7.17%), elementary school (0.88%) 
and middle school (1.17%).

Measures and Procedure

The French version of the ACS is a 20-item scale scored 
on a 4-point scale from 1 (almost never) to 4 (always), 
containing 11 reverse-coded items. Higher scores indicate 
greater levels of attentional control. Internal consistency for 
the ACS total score was acceptable in Sample 1 (α = 0.79, 
M = 56.16, SD = 7.99, skew = 0.01, kurtosis = − 0.60) and 
Sample 2 (α = 0.79, M = 56.14, SD = 7.96, skew = 0.07, kur-
tosis = − 0.46). The correlation matrix is available in Fig. 
S1. Along with the ACS, participants provided informed 
consent and demographic information (including their age, 
gender, and level of education).

Analytic Strategy

Exploratory Factor Analysis. Analyses were conducted 
using R Studio (4.1.3). Because data did not follow a nor-
mal distribution, principal factor analysis was used to con-
duct EFA (Costello & Osborne, 2005; Matsunaga, 2010). 
Moreover, because previous research assumes a correla-
tion between factors to be extracted (Abasi et al., 2017; 
Fajkowska & Derryberry, 2010; Judah et al., 2014; Ólafsson 
et al., 2011) an oblique rotation was applied. Number of fac-
tors to be extracted was determined by conducting a parallel 
analysis (fa.parallel function in R from the psych package) 
(Luo et al., 2019). Once parameters were determined, EFA 
was run. Consistently to Clauss and Bardeen (2018), we 
retained only items with loadings > 0.40 and those whose 
first largest loading on one factor was at least 0.40 points 
higher than second largest loading on another factor (Mat-
sunaga, 2010).

Confirmatory Factor Analysis. In Sample 2, weighted 
least-squares estimation method was used to conduct CFA 
considering that the data were still not normally distributed. 
Four models were examined and compared with each other: 
a two-factor solution from a more inclusive model based 
on Blekic et al. (2019) accepting items with a load greater 
than 0.30 (Model 1), a strict two-factor solution from the 
current EFA (Model 2), the same two-factor solution allow-
ing 2-items correlations (Model 3), and a bifactor model 
(Model 4) in which all items were simultaneously loaded 
onto a general factor and each of their respective domain-
specific factors. All factor covariances were fixed to zero in 
the bifactor model (Brown, 2015).

To assess the goodness of fit of models tested, four 
indices were considered: the root mean square error of 

approximation (RMSEA), the Tucker–Lewis fit index 
(TLI), and the comparative fit index (CFI). The following 
guidelines were used to evaluate fit (Cheung & Rensvold, 
2002; Singh, 2009; Xia & Yang, 2019). For CFI and TLI, 
values 0.95 and above are taken as indicating goof fit, and 
values of 0.90 and < 0.95 are taken as marginally acceptable 
fit. For RMSEA indexes, values close to 0.06 or below indi-
cate good fit, 0.07 to 0.08 indicate moderate fit, and values 
from 0.08 to 0.1 indicate marginal fit, whereas values > 0.10 
indicate inadequate fit (Meyers et al., 2006). Finally, χ2/ddl 
was used to compare the models tested with each other in 
order to determine the most parsimonious ones. If the value 
of this index is lower for one model than for another, then 
that model is considered to be more parsimonious.

Results

Exploratory Factor Analysis

First, the Kaiser-Meyer-Olkin value (KMO = 0.83) and the 
Bartlett’s test results (χ = 1881.387(190), p < .001) indicated 
that EFA assumptions were met. EFA indicated that two fac-
tors had eigenvalues greater than 1 (3.79 and 1.31). These 
factors explained 15% and 11% of the variance. The parallel 
analysis indicated that four factors should be retained since 
they better explain the variance of the scores than factors 
generated randomly (Fig. S2). However, consistent with 
previous validation studies (Clauss & Bardeen, 2018; Judah 
et al., 2014), the identified four-factor model was uninter-
pretable. Only one item loaded onto Factor III and no items 
loaded sufficiently on Factor IV (Table S2). Therefore, the 
two-factor solution was retained for further testing (see 
Table 1 for factor loadings). Items 4, 9, 11, 12, 15, 16 and 
20 had an initial loading of less than 0.40 and were removed 
from the analyses. Also, items 5, 6, 15, 17 and 18 were 
excluded because difference between their load values on 
the two factors was less than 0.40. Thus, the selected model 
was a two-factor solution consisting of 9 items.

Confirmatory Factor Analysis

Fit statistics are presented in Table  2. The previous more 
inclusive mode from Blekic et al. (2019) did not demonstrate 
an adequate fit to the data. The two-factor model presented 
in Table  1 resulted in good fit indexes, but modification 
indexes suggested a decrease of 16.73 in χ2 if items 1 and 3 
were allowed to correlate (Fig. 1A). This makes theoretical 
sense, as both items (1: “It’s very hard for me to concentrate 
on a difficult task when there are noises around”; 3:”When 
I am working hard on something, I still get distracted by 
events around me”) refers to the difficulty to focus in the 
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Study 1 Summary

EFA and CFA results suggested the presence of two fac-
tors: factor 1 (focusing) composed of 5 items (1, 2, 3, 7 and 
8) and factor 2 (shifting) gathering 4 items (10, 13, 14 and 
19). As expected, this factor structure contained fewer items 
than previous research due to a strict item retention method. 
CFA results indicated that a stricter item selection method 
may be necessary, as the previous ACS structure did not fit 
the data as well as the present 9-item model. Interestingly, 
the focusing subscale was solely composed of reverse-
coded items, while none loaded in the shifting subscale. In 
addition, the shifting subscale did not provide acceptable 
reliability (α = 0.57). Therefore, those results question the 
possibility that the factors might be function of a method 
effect (i.e., reverse coding).

Study 2: Psychometric Properties of the Modified 
Version of the Attentional Control Scale

The first purpose of study 2 was to explore the factor struc-
ture of a French version of a forward-coded ACS. EFA was 
used to identify the factor structure of the modified ACS 
using the same item-selection as in study 1. CFA was then 
used to compare the fit of the model identified via EFA to 
other theoretically relevant model (bifactor model). The 
second purpose of study 2 was to investigate the convergent 
validity of the ACS using measures which are theoretically 
or empirically associated with attentional control. Previous 
work has drawn correlations between psychopathological 
behaviors and ACS subscales (Judah et al., 2014; Ólafsson 
et al., 2011). The ACS focusing subscale was negatively 
correlated with trait anxiety and social anxiety. The ACS 
shifting subscale was positively correlated with trait-depres-
sion, such as measured by subscale of the State and Trait 
Anxiety Inventory Form Y (STAI, Spielberger et al., 1983). 
The authors argued that unique relationships were drawn 
between focusing and trait anxiety and between shifting 

presence of distractors. This model provided a significantly 
better fit to the data. The latent correlation between Factors 
I and II was medium in size (r = .31, p = .003). Finally, the 
bifactor model did not reach an acceptable solution. A warn-
ing of structural misspecification was present, that was not 
solved by the use a log transformation of our data (Kunina-
Habenicht et al., 2012; Xin et al., 2022). The bifactor solu-
tion was therefore not feasible for this version of the ACS. 
Internal consistency of focusing factor (α = 0.74) was rea-
sonable but did not meet acceptable criteria for the shifting 
factor (α = 0.57).

Table 1  Factor loadings for the original (study I) and modified (study 
II) Attentional Control Scale (ACS)

Study 1 Study 2
Factors Factors

Items 1 (Focusing) 2 (Shifting) 1 (Focusing) 2 (Shift-
ing)

ACS1a 0.61 0.16 0.69 0.02
ACS2a 0.66 0.02 0.65 0.10
ACS3a 0.59 0.04 0.70 0.01
ACS4 0.36 0.23 0.51 0.01
ACS5 0.48 0.36 0.70 0.14
ACS6a 0.43 0.06 0.73 0.05
ACS7a 0.76 0.16 0.50 0.14
ACS8a 0.51 0.07 0.06 0.04
ACS9 0.11 0.06 0.04 0.01
ACS10 0.02 0.56 0.12 0.66
ACS11a 0.31 0.14 0.00 0.66
ACS12a 0.16 0.31 0.16 0.51
ACS13 0.11 0.45 0.08 0.54
ACS14 0.03 0.54 0.05 0.44
ACS15a 0.04 0.35 0.19 0.47
ACS16a 0.15 0.37 0.15 0.52
ACS17 0.19 0.54 0.22 0.54
ACS18 0.42 0.16 0.30 0.26
ACS19 0.09 0.63 0.02 0.68
ACS20a 0.17 0.10 0.00 0.34
Note. a = reverse coded item in study 1. Bold items are retained in 
corresponding EFA

Table 2  Goodness of fit
RMSEA
90% CI

Model χ2 df Δχ2 RMSEA LL UL CFI TLI
Study 1: classic version
2 factors (Blekić et al. 2019) 309.23 134 258.58a 0.077 0.065 0.088 0.803 0.775
2 factors restrictive 50.649 26 15.48b 0.065 0.038 0.092 0.932 0.907
2 factors - items correlated 35.167 25 - 0.044 0.000 0.073 0.972 0.960
Study 2: modified version
2 factors 75.24 34 75.241b 0.073 0.051 0.096 0.954 0.938
2 factors - items correlated 59.42 33 - 0.060 0.034 0.083 0.970 0.959
Note. Models computed using mean- and variance-adjusted weighted least squares (WLSMV) estimation. Δχ2 computed using R 4.1.3. anova 
function from the psych package. RMSEA = root mean square error of approximation; LL = lower limit; UL 1 = 4 upper limit; CFI = comparative 
fit index; TLI = Tucker–Lewis index. Δχ2a = comparing inclusive two-factor model from Blekić et al. (2019) and current two-factor model. All 
Δχ2 significant at p < .001
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techniques from machine learning, which can help remove 
edges that are likely to be spurious from the model, result-
ing in networks that are easier to interpret (Epskamp et al., 
2018). The goal of network analysis is to extract a general 
structure of a given psychopathology that can better under-
stand the way symptoms interact with one another and guide 
therapeutic interventions.

The combined use of factor analysis and network anal-
ysis in this second study will enable us to obtain a more 
comprehensive understanding of the straightforward ver-
sion of the ACS. We will investigate its basic psychometric 
properties using EFA, CFA and bifactor modeling, as well 
as its convergent validity with measures to which the ACS 
is theoretically linked and primarily used, through network 
analysis.

Method

Participants

A total of 452 students from the University of Mons (Bel-
gium) and participants from the general population partici-
pates in this study. The total sample obtained was randomly 
split into two samples of equal size (N = 226). First half of 

and depression. However, the use of classical correlational 
approach as well as the choice of the depression scale (trait-
depression drawn from the STAI) raises concerns. We aim 
to answer these limitations by using a well-validated depres-
sion scale, and perform a network analysis instead of classic 
correlations.

Network analysis is a novel, flexible approach that can 
be preferred to correlational analyses (Weems, 2020). Com-
pared to classic correlational approaches, network analysis 
can provide the centrality and predictability index for each 
node, allowing researchers to examine its importance and 
controllability within the whole network (Haslbeck & Fried, 
2017; Haslbeck & Waldorp, 2018). Indeed, partial correla-
tions obtained through network analysis represent the pat-
terns of relationships (i.e., the edges) that remain after taking 
into consideration all the variables and their associated cor-
relations in the network (Contreras et al., 2019), rather than 
associations with dichotomous outcomes. This is particu-
larly interesting in concepts for which the strong individ-
ual correlations seem to appear between a single construct 
(i.e., the ACS) and highly comorbid symptomatology (i.e., 
depression and anxiety). Network analysis allowed us to 
examine the partial correlations between the ACS domain-
specific factors with theoretically relevant constructs after 
accounting for a general ACS factor. These partial corre-
lation networks are often estimated using regularization 

Fig. 1  Summary of the two final models tested. A Two factor model from the classic version of the ACS (study 1) / B Two factor model from the 
modified version of the ACS (study 2)

 

1 3



Journal of Psychopathology and Behavioral Assessment

kurtosis = − 0.19; sample 2 :α = 0.81, M = 54.64, SD = 7.6, 
skew = − 0.13, kurtosis = − 0.3).

Second, we estimated the structure of two networks 
based on the total sample (prior to EFA and CFA split). 
Demographics of the total sample (N = 452) used for the net-
works analyzes can be found in the supplemental material. 
The first network included the total score of the modified 
ACS (11 items retained in the EFA) in the estimation proce-
dure (N1). In the second network, we divided the ACS into 
its corresponding two subscales (N2). For both networks, 
we used the least absolute shrinkage and selection opera-
tor (LASSO) as regularization method that sets very small 
edges to zero (Tibshirani, 1996). Regularization uses a tun-
ing parameter, which we selected using EBIC model selec-
tion with γ = 0.5, which is generally conservative and does 
not often falsely include edges(Epskamp et al., 2017). Both 
networks are described accordingly to most recent guide-
lines (Burger et al., 2022).

As we were expecting the presence of negative edges 
in the graph, indicating inverse relationships between the 
variables, we chose to use the Expected Influence (EI) mea-
sure to describe the importance of each variable in the GGM 
instead of other indices of centrality. Many centrality mea-
sures, such as degree centrality and betweenness central-
ity, are based on the concept of edge connectivity and are 
not designed to consider negative edges. In contrast, the EI 
measure is specifically designed to be used with GGMs pre-
senting both positive and negative edges in the graph, mak-
ing it a more appropriate choice in this context. The EI of a 
node is the sum of the edge weights incident on a given node 
and is used to assess the influence of each variable on the 
overall connectivity of the graph, taking into account both 
positive and negative relationships. To assess the stability 
of this centrality estimate, we performed a person-dropping 
bootstrap procedure (Costenbader & Valente, 2003), we 
performed a person-dropping bootstrap procedure to calcu-
late the centrality stability coefficient (CS-coefficient). This 
procedure allows us to determine whether the relative order 
of node centrality is retained even when the sample size is 
reduced. The CS-coefficient is a measure of the consistency 
of the centrality measures across the resampled datasets and 
can be used to identify the most stable centrality measures 
in a GGM. Values of at least 0.25 indicate that the centrality 
is stable, while values above 0.5 are preferred.

In addition, we estimated domain predictability which 
quantifies how well that particular node can be predicted 
by all remaining nodes (Burger et al., 2022; Haslbeck & 
Fried, 2017; Haslbeck & Waldorp, 2018). In this study, R2 
was used to reflect the percentage of shared variance of a 
domain with surrounding domains in the network. EI and 
predictability are two different measures that can be used 
together to provide a more complete understanding of the 

the sample was used to conduct an EFA, followed by an 
CFA in the second half of the sample.

Sample 1. The average age of participants was 32.56 
years (SD = 9.13, range = 18 − 50) and the majority of the 
sample was female (87.6%). Most of the sample had a bach-
elor’s degree (42.92%), followed by master’s (28.31%), 
high school (21.68%), middle school (4.87%) and PhD 
(2.21%).

Sample 2. The average age of participants was 34.41 years 
(SD = 9.24, range = 18 − 50) and the majority of the sample 
was female (90.7%). Most of the sample had a bachelor’s 
degree (35.39%), followed by master’s (31.41%), high 
school (28.32%), middle school (2.65%), PhD (1.79%), and 
elementary school (0.44%).

Measures and Procedure

The ACS items recoded in a straightforward manner by 
Bardeen et al. (2018) were translated in French (Table S3). 
This translation was developed as follows: (a) One French-
English bilingual translated the 11 rewritten items of the 
modified ACS into French; (b) one other French-English 
bilingual translated the items back into English, and (c) dis-
crepancies between the original items and the back-trans-
lations were discussed between the two translators until a 
satisfactory solution was found. In the modified French ver-
sion of the ACS, higher scores indicate greater attentional 
control skills.

After providing informed consent and demographic 
information (age, gender, and level of education), partici-
pants completed an online version of the modified ACS 
along with three self-reported scale assessing trait resilience 
(Connor-Davidson Resilience Scale 10 items), depres-
sion (Beck Depression Inventory-Short Form) and anxiety 
(State-Trait Anxiety Inventory). Detailed information about 
those scales can be found in the supplemental material.

Methods to estimate power a priori for a network analy-
sis are largely unknown. However, a general rule of thumb 
adopted from structural equation modeling is to include at 
least 10 participants per free parameter (Schreiber et al., 
2006). Our largest network containing six nodes includes, 
21 parameters need to be estimated (Epskamp & Fried, 
2018), yielding a minimum sample size of 210, which our 
study far surpasses with a sample size of 452.

Analytic Strategy

First, this version of the ACS went through both EFA and 
CFA (as described above). The total sample was therefore 
slip in two, internal consistency being adequate in both sam-
ples (sample 1: α = 0.81, M = 53.64, SD = 7.62, skew = − 0.2, 
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(r = .44), followed by the positive relation between the 
trait and state anxiety scale (r = .43). Other large connec-
tions were noted between resilience and attentional control 
(r = .24) and between state anxiety and depression (r = .28). 
Finally, the largest negative correlation was found between 
trait anxiety and resilience (r = − .22). To estimate the accu-
racy of the edge weights, we bootstrapped confidence inter-
vals for each of the edge weights, which showed that the 
edges appear stable, with homogeneous confidence inter-
vals (Fig S6). However, the generally large bootstrapped 
CIs imply that interpreting the order of edges in the net-
work should be done with care. A bootstrapped edge-weight 
difference test also showed that strongest edges are signifi-
cantly different from one another (Fig S8).

Expected influence and predictability values are reported 
in Table  3. Mean node predictability ranges from 0.19 to 
0.72, with an average of 0.48. This means that on aver-
age, 48% of the variance of the node in the network can 
be explained by its neighbors. The highest EI was found 
for state anxiety (0.71), while the highest predictability was 
found for trait anxiety (0.72). A bootstrapped difference test 
showed that nodes with low EI are statistically different 
from EI estimates in nodes with high EI (Fig. S9). Lastly, 
the person-dropping bootstrap procedure confirmed that EI 
values are highly stable (Fig. S7). The associated CS-coeffi-
cient for EI was 0.75, which is largely above the suggested 
0.5 threshold.

Network 2: Attentional Control as Two Distinct 
Subscales

The graphical LASSO is represented in Fig. 2B. The edges 
represent regularized partial correlations between variables. 
Most of the edges were positive (4), 3 were negative. The 
largest edge weights were between depression and trait-
anxiety (r = .44), followed by the positive relation between 
the trait and state anxiety scale (r = .43). Other large con-
nections were noted between resilience and the focusing 
subscale of attentional control (r = .30) and between state 
anxiety and depression (r = .28). Finally, the largest negative 
correlation was found between trait anxiety and resilience 
(r = − .22). To estimate the accuracy of the edge weights, 
we bootstrapped confidence intervals for each of the edge 
weights, which showed that the edges appear stable, with 
homogeneous confidence intervals (Fig S10). However, the 
generally large bootstrapped CIs imply that interpreting the 
order of edges in the network should be done with care. A 
bootstrapped edge-weight difference test also showed that 
strongest edges are significantly different from one another 
(Fig S12).

Expected influence and predictability values are reported 
in Table  3. Mean node predictability ranges from 0.08 to 

role of a node in a GGM. EI can be used to identify the 
nodes that have the most influence on the overall connectiv-
ity of the graph, while predictability measures can provide 
insight into the relationships between the nodes and how 
well the values of one node can be predicted based on the 
values of others.

Results

Exploratory Factor Analysis

EFA with oblique rotation has been implemented with the 
same method of factor extraction and item retention than 
in study 1. Results are presented in Table 1. The assump-
tions of EFA were met (KMO = 0.85; Bartlett’s test results: 
χ = 2695.105(190), p = 0). Two eigenvalues were > 1 (4.40 
and 1.76). Both factors explained 16% of the variance. In 
contrast, parallel analysis indicated a four-factor solution. 
However, as indicated in Table S4, this model was unin-
terpretable (only one item loading in Factor III and Factor 
IV). Therefore, the two-factor solution was retained. Items 
8, 9, 18 and 20 had an initial loading of less than 0.40 and 
were removed from the analyses. Cross-loading was also 
observed for Items 7, 12, 14, 15, 16, 17; leading to their 
exclusion from further analysis (Matsunaga, 2010).

Confirmatory Factor Analysis

Fit statistics are presented in Table 2. The two-factor model 
presented in Table 1 resulted in good fit indexes, but modi-
fication indexes suggested a decrease of 15.77 in χ2 if items 
1 and 2 were allowed to correlate (Fig.  1B). This model 
provided a significantly better fit to the data (p < .001). The 
latent correlation between Factors I and II was non-signifi-
cant (r = .093, p = .228). Finally, the bifactor model did not 
reach an acceptable solution. While it showed excellent 
measures (CFI = 0.99, TLI = 0.99, RMSEA = 0.14), we sus-
pect that it might be overfitted. As described in both Fig. S5 
and Table S5, three items did not load on the general fac-
tor (item 5, 10 and 13). In conclusion, the bifactor solution 
was not retained. Internal consistency was good for the total 
score (α = 0.81), the focusing factor (α = 0.85) and the shift-
ing factor (α = 0.82).

Network 1: Attentional Control as a Total Score

The graphical LASSO is represented in Fig. 2A. The edges 
represent regularized partial correlations between vari-
ables. Most of the edges were positive (4), 3 were nega-
tive. Some pairwise connections stand out. First, the largest 
edge weights were between the depression and trait-anxiety 
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the original version (items 1, 2, 3 from Factor I and 10, 13, 
19 from Factor II), several differences exist in comparison 
with the factor structure from study 1. Regarding Factor I, 
items 7 and 8 (previously reversed) were no longer retained, 
and item 6 (previously reversed) now passed the threshold 
for retention. Regarding Factor II, one originally straight-
forward item was removed (item 14) in favor of previously 
reversed (item 11).

Secondly, the links between self-reported attentional 
control, anxiety, depression, and resilience were explored 
through networks analyzes. Our main result is the correla-
tion between attentional control and resilience scores (net-
work 1). This result was deepened into the second network, 

0.72, with an average of 0.39. The highest EI and pre-
dictability nodes did not differ from network 1. The boot-
strapped difference test showed that nodes with low EI are 
statistically different from EI estimates in nodes with high 
EI (Fig. S13). Lastly, the person-dropping bootstrap proce-
dure confirmed that EI values are highly stable (Fig. S11). 
The associated CS-coefficient for EI was 0.75, which is 
largely above the suggested 0.5 threshold.

Study 2 Summary

Firstly, the factor structure of the modified ACS was 
assessed. Importantly, while 6 items loaded similarly than in 

Fig. 2  Regularized partial cor-
relation network including the 9 
items modified ACS validated in 
study 2. Each node represents the 
total score of a given psycho-
metric scale: ACS - Attentional 
Control; AF1 - Attentional 
Control Focusing Subscale; AF2 
- Attentional Control Shifting 
Subscale; RISC- Resilience; 
BDI – Depression; ANXT - Trait 
anxiety; ANXS - State anxiety 
/ Fig. 2A = Regularized partial 
correlation network including the 
total score of the 9 items modi-
fied ACS / Fig. 2B = Regular-
ized partial correlation network 
including the specific score of the 
9 items modified ACS. Greene 
edges represent positive con-
nections and red edges represent 
negative connections; the thicker 
the connection, the stronger it 
is. The pie chart surrounding the 
node represents node predictabil-
ity (percentage of shared variance 
with all connected nodes)
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bifactor model could be the low correlation between our 
factors in comparison with previous studies (Table S1). 
Indeed, we highlighted a low (study 1: r = .31, p = .003) 
and non-significant (study 2: r = .093, p = .228) correlation 
between the two factors, suggesting an increased discrimi-
nant validity of such factors. This result tend to draw on 
previous conclusions stating that a shortened focusing and 
shifting subscales provide more precise measurement of 
these constructs (Judah et al., 2014; Quigley et al., 2017). 
The eliminated items may represent infrequently endorsed 
items and/or items that reflect constructs other than focusing 
and shifting, such as flexible thought and multitasking (i.e. 
item 15: It is easy for me to carry on two conversations at 
once.), leading to a lack of theoretical validity of the bifac-
tor model. Altogether, those results tend to suggest the dis-
tinct use of the modified version of the ACS subscales for 
the French translation of this scale.

A two-factor model was consequently retained in both 
the original form of the ACS (study 1) and modified version 
(study 2). Results of the CFA provided support for this short 
version of ACS, which is close to the shortened two-factor 
model reported by Judah et al. (2014). Both models fitted 
well the corresponding ACS version, however the classic 
version did not provide acceptable reliability. The shifting 
subscale had a Cronbach’s alpha value of 0.57. Considering 
two major ameliorations noted on the modified version of 
the ACS (study 2), we would advise researchers to use this 
scale. First, increased reliability of the shifting subscale has 
been observed (Cronbach’s alpha = 0.82). Second, the per-
centage of variance due to both subscales are equivalent in 
the modified ACS (16%), whereas low explained variance 
for the shifting subscale has been targeted as an indicator of 
its poor reliability in the past.

Result from the network analyses have important impli-
cation. Firstly, a positive correlation between attentional 
control scores (specifically the shifting subscale) and resil-
ience was found. This relation is particularly noteworthy 
regarding recent discussions linking emotional regulation 
theories and attentional control. That is, theories of infor-
mation processing in emotional regulation suggest that the 
flexible use of attentional control is important for main-
taining psychological well-being (Gross, 2015). Indeed, 
while the rigid use of attentional control to avoid emotional 
(potentially threatening) information have been highlighted 
in pathological population (i.e. PTSD), its flexible use tends 
to show a willingness to experience fluctuations in emotions 
and affective states and decreased negative mental health 
outcomes (Bardeen, 2019; Troy & Mauss, 2011). However, 
this result must be taken cautiously considering that conver-
gent validity has not been assessed. To answer this question, 
it would be necessary for future research to assess conver-
gent validity using both validated self-reported constructs 

that showed that only the shifting subscale was positively 
correlated with resilience. In addition, resilience was 
strongly negatively correlated with anxiety. Taken together, 
those results are in line with previous findings that have 
considered attentional control as a moderator between resil-
ience and anxiety (Schäfer et al., 2015).

Interestingly, while previous research has suggested a 
link between attentional control and anxiety, specifically 
between the focusing subscale of the ACS and trait anxi-
ety, our results do not provide strong evidence of such asso-
ciation. Indeed, a common risk in any network is to falsely 
include edges that would not be present in the true model. 
Considering that our edge and node weight difference test 
was non significative for this particular node, and that it 
gathers all the weakest measures (Table 3), the present net-
work cannot validate previous studies highlighting a predic-
tive association between the focusing subscale of the ACS 
and anxiety.

Discussion

The factor structure of the French version of the ACS (Der-
ryberry & Reed, 2002), in its original form and with forward 
coded items, was examined in this set of studies. For both 
versions of the measure, the two-factor structure using strict 
item-retention standards and allowing specific item correla-
tion was compared to a bifactor model. We hypothesized 
that a common executive component could be common to 
both factors, leading to a better fit to the data if this general 
variance was taken into consideration. However, contrary 
to Clauss and Bardeen (2018) study, the bifactor model did 
not provide significantly better fit to the data compared to 
competing models. One possible explanation for the bet-
ter fit of the two factors solution in comparison with the 

Table 3  Measures of node strength expected influence and predictabil-
ity for both networks

Expected 
Influence

Predict-
ability

Network 1
Resilience -0.08 0.38
Depression 0.62 0.52
Attentional Control 0.07 0.19
Trait anxiety 0.48 0.72
State anxiety 0.71 0.59

Network 2
Resilience -0.03 0.38
Depression 0.61 0.53
Attentional Control - Focusing -0.15 0.08
Attentional Control - Shifting 0.30 0.09
Trait anxiety 0.50 0.72
State anxiety 0.71 0.57
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Conclusion

Results from this set of studies have important implications 
for use of the French translation of the ACS. Results from 
study’s 1 and 2 suggest the use of the modified version of 
the ACS (study 2). This recommendation is based on the 
doubt that emerges from the impact of reverse-coding on 
the classic version, and on the excellent CFA indexes yield 
by the modified version. In addition, due to the lack of cor-
relation between both factors, we would not recommend 
using the total score. Further investigation on the modified 
version of the ACS, on larger sample size, is warranted to 
ensure the validity of such score. In addition, links between 
the ACS subscales, anxiety and resilience have been drawn 
in highly stable and reliable networks. Those results could 
further question the generalizability of the ACS factor struc-
ture across different languages and culture. We highly rec-
ommend authors to use the factor structure assessed in their 
own language.
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